
in a previous meta-analysis, and increase with
the level of warming. We conclude that average
rates of latitudinal distribution change match
those expected on the basis of average temper-
ature change, but that variation is so great within
taxonomic groups that more detailed physio-
logical, ecological and environmental data are
required to provide specific prognoses for indi-
vidual species.
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Aneuploidy Drives Genomic
Instability in Yeast
Jason M. Sheltzer,1 Heidi M. Blank,1 Sarah J. Pfau,1 Yoshie Tange,2 Benson M. George,1

Timothy J. Humpton,1 Ilana L. Brito,3 Yasushi Hiraoka,2,4 Osami Niwa,5 Angelika Amon1*

Aneuploidy decreases cellular fitness, yet it is also associated with cancer, a disease of enhanced
proliferative capacity. To investigate one mechanism by which aneuploidy could contribute to
tumorigenesis, we examined the effects of aneuploidy on genomic stability. We analyzed 13 budding
yeast strains that carry extra copies of single chromosomes and found that all aneuploid strains
exhibited one or more forms of genomic instability. Most strains displayed increased chromosome loss
and mitotic recombination, as well as defective DNA damage repair. Aneuploid fission yeast strains
also exhibited defects in mitotic recombination. Aneuploidy-induced genomic instability could facilitate
the development of genetic alterations that drive malignant growth in cancer.

Whole-chromosome aneuploidy—or a
karyotype that is not a multiple of the
haploid complement—is found in great-

er than 90% of human tumors and may contrib-
ute to cancer development (1, 2). It has been
suggested that aneuploidy increases genomic
instability, which could accelerate the acquisition
of growth-promoting genetic alterations (1, 3).
However, whereas aneuploidy is a result of ge-
nomic instability, there is at present limited evi-
dence as to whether genomic instability can be a
consequence of aneuploidy itself. To test this

possibility directly, we assayed chromosome seg-
regation fidelity in 13 haploid strains of Saccha-
romyces cerevisiae that carry additional copies
of single yeast chromosomes (4). These aneu-
ploid strains (henceforth disomes) display im-
paired proliferation and sensitivity to conditions
that interfere with protein homeostasis (4, 5).
We measured the segregation fidelity of a yeast
artificial chromosome (YAC) containing human
DNA and found that the rate of chromosome
missegregation was increased in 9 out of 13 di-
somic strains relative to a euploid control (Fig.
1A). The increase ranged from 1.7-fold to 3.3-
fold, comparable to the fold increase observed
in strains lacking the kinetochore components
Chl4 or Mcm21. Consistent with chromosome
segregation defects, 8 out of 13 disomic strains
displayed impaired proliferation on plates con-
taining the microtubule poison benomyl, includ-
ing a majority of the strains that had increased
rates of YAC loss (Fig. 1B).

Chromosome missegregation can result from
defects in chromosome attachment to the mitotic

spindle or from problems in DNA replication or
repair. Defects in any of these processes delay
mitosis by stabilizing the anaphase inhibitor
Pds1 (securin) (6). Five out of five disomes (di-
somes V, VIII, XI, XV, and XVI) exhibited de-
layed degradation of Pds1 relative to wild type
after release from a pheromone-induced G1 arrest
(Fig. 1C and fig. S1). Defective chromosome bi-
orientation delays anaphase through the mitotic
checkpoint component Mad2 (6). Deletion of
MAD2 had no effect on Pds1 persistence in four
disomes, but eliminated this persistence in disome
V cells (fig. S1). Disome Valso delayed Pds1 deg-
radation after release from a mitotic arrest in-
duced by the microtubule poison nocodazole,
which demonstrated that this strain exhibits a bi-
orientation defect. Disome XVI, which displayed
Mad2-independent stabilization of Pds1, recov-
ered from nocodazole with wild-type kinetics (fig.
S2). Thus, Pds1 persistence results predominant-
ly from Mad2-independent defects in genome
replication and/or repair (see below).

We next investigated whether aneuploidy
could affect the rate of forward mutation. Di-
somes V, VIII, X, and XIV displayed an in-
creased mutation rate at two independent loci,
whereas disome IV displayed an increased
mutation rate at CAN1 but not at URA3 (Fig.
2A). The fold increase ranged from 2.2-fold to
7.1-fold, less than the 9.5-fold and 12-fold in-
creases observed in a recombination-deficient
rad51D mutant and a mismatch repair–deficient
msh2D mutant, respectively. Additionally, in an as-
say for microsatellite instability, we found that di-
somes VIII and XVI displayed increased instability
in a poly(GT) tract (fig. S3), which demonstrated
that aneuploidy can enhance both simple se-
quence instability and forward mutagenesis.

To define the mechanism underlying the
increased mutation rate in aneuploid cells, we
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sequenced CAN1 alleles from 133 wild-type and
404 disomic isolates (7). The overall spectrum
of spontaneous mutation was similar, with euploid
and aneuploid cells displaying equivalent frequen-
cies of base pair substitutions, frameshifts, tran-
sitions, and transversions (table S1). However, two

significant differences were noted. First, the iden-
tity of base pairs gained and lost in the disomes
differed relative to those seen in wild type in a
largely strand-specific manner (tables S2, S3, and
S4) (7). Second, disomes exhibited a twofold in-
crease in the frequency of complex events relative

to wild type (P < 0.002, chi-square test) (Fig. 2A).
Complex events, i.e., multiple substitutions and/or
frameshifts within a 5– to 10–base pair (bp) win-
dow, are caused by the translesion polymerase
Polz (8). The frequency of complex events was
increased when sequences from all mutator strains

BA

C

***

***

***
*** **

**

***

** ***

***

***

Time (min)

Pds1-3HA

Pgk1

WT Disome XV

YPD
15 µg/ml 
benomyl

Fig. 1. Aneuploidy induces chromosome
missegregation. (A) YAC loss is increased
in disomes and kinetochore mutants. The
means T SD of at least 12 cultures are
displayed. **P < 0.005; ***P < 0.0005 (Stu-
dent’s t test). (B) Proliferation of disomes
is decreased in the presence of benomyl.
Tenfold serial dilutions of the indicated
strains are shown. (C) Pds1 levels and cell
cycle progression in wild-type and disome
XV cells after release from a G1 arrest (7).

Fig. 2. Aneuploidy increases the mutation rate and sensitivity to genotoxins. (A)
Mutation rate in disomic strains. Note that the CAN1 and URA3 reporters are located
on chromosome V; we therefore measured the mutation rate of disome V at LYP1 and
of URA3 integrated on chromosome VI (7). (B) Tenfold serial dilutions of the indicated
strains were spotted on medium supplemented or treated with a genotoxic agent. CPT,
camptothecin; HU, hydroxyurea; MMS, methyl methanesulfonate. (C) Tenfold serial
dilutions of cells on medium containing phleomycin (Phleo) or bleomycin (Bleo).
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(disomes IV, VIII, X, and XIV) were combined,
but not when only nonmutator strains were ex-
amined. Deletion of REV3, which encodes the
catalytic subunit of Polz, abolished the increased
mutation rate in the disomes (Fig. 2A), which
showed that aneuploidy-induced mutagenesis is
due to translesion polymerase activity.

The mutator phenotype and frequent appear-
ance of complex events suggested that aneu-
ploidy interferes with the repair of genomic
damage. To test this, we examined the sensitiv-
ity of the disomes to genotoxic stress (Fig. 2B).
A majority of disomes displayed impaired pro-
liferation when treated with replication inhibitors
(camptothecin or hydroxyurea) or DNA-damaging
agents (methyl methanesulfonate or ultraviolet
light). Aneuploid strains derived by triploid mei-
osis also displayed striking sensitivities to geno-
toxic drugs [fig. S4 and (9)]. We next assessed
the role of Polz in lesion bypass. In wild-type
yeast, loss of REV3 confers only a slight increase
in genotoxin sensitivity, as recombinational repair
is sufficient to replicate past most lesions (10).

Seven out of nine disomes displayed enhanced
sensitivity to genotoxins in the absence of REV3,
which suggested that recombinational repair is
defective in the disomes (fig. S5). We therefore
assayed the sensitivity of the disomes to phleo-
mycin and bleomycin, two double-strand break
(DSB)–inducing drugs, which create lesions that
are repaired by homologous recombination (11).
Nine out of 13 disomes were sensitive to both
drugs, and disomes IV, VIII, X, XI, and XIV dis-
played an approximately 100- to 1000-fold in-
crease in sensitivity relative to wild type (Fig. 2C).

To further investigate the effects of aneuploidy
on recombination, we quantified the fraction of
cells that contained DSBs in seven phleomycin-
sensitive disomes by monitoring Rad52–green
fluorescent protein (Rad52-GFP) foci, which lo-
calize to sites of recombinational repair (12). After
release from a pheromone-induced G1 arrest, all
seven disomes displayed an increased frequency
of Rad52-GFP foci in large-budded cells (corre-
sponding to late S phase or G2). Disomes arrested
with nocodazole also exhibited increased num-

bers of Rad52-GFP foci (Fig. 3A). The aneuploid
meiotic progeny of a triploid strain displayed
Rad52-GFP foci more frequently than euploid
spores did, which demonstrated that the appear-
ance of recombination foci is a common conse-
quence of aneuploidy in yeast (Fig. 3B). Consistent
with an aneuploidy-induced increase in DSB for-
mation and/or defective DSB repair, 7 out of 11
disomes also displayed an increased rate of spon-
taneous mitotic recombination between direct
tandem repeats (Fig. 3C).

To test whether disomes form more DSBs
during DNA replication, we created rad52D strains,
in which a single DSB is sufficient to block cell
division (13). Small-budded RAD52 and rad52D
cells were isolated via micromanipulation, and
their proliferation was monitored (7). Six percent
of rad52D cells arrested with large buds, where-
as in four out of six rad52D disomes this per-
centage was significantly increased (fig. S6).
Thus, some aneuploid strains accumulate an in-
creased number of DSBs during DNA replica-
tion. However, the large-budded arrest in disome

Fig. 3. Aneuploidy induces recombination defects. (A) The fraction of
wild-type and disomic cells displaying Rad52-GFP foci after release from
a G1 arrest or arrested with nocodazole. Images display wild-type, disome
VIII, and disome XIV cells arrested with nocodazole. Means T SD of three
experiments are shown. (B) Rad52-GFP foci were scored in spores from
triploid or diploid strains (7). The mean (black bar) of 15 spore-derived
colonies (dots) are displayed. ***P < 0.0005 (Student’s t test). (C) Mitotic
recombination between truncated alleles of ade2 (7). (D) Wild-type and
disome XI cells treated with phleomycin were released into medium con-

taining nocodazole. Chromo-
some integrity was analyzed
by pulse-field gel electro-
phoresis (7). (E) Fivefold serial dilutions of fission yeast cells on me-
dium supplemented with hydroxyurea or phleomycin. Rhp51 is the fission
yeast Rad51 homolog. (F) The fraction of cells displaying SpRad22-GFP
foci in aneuploid and euploid microcolonies resulting from sporulation
of a triploid strain. Images are representative euploid and aneuploid
microcolonies.
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V may be due to defective chromosome bi-
orientation, as frequent arrest was also observed
in RAD52 disome V cells (fig. S6).

Is DNA repair also compromised in aneuploid
cells? To test this, we examined Rad52-GFP foci
dynamics in disomes treated with phleomycin. In
the presence of phleomycin, euploid and aneu-
ploid strains arrested as large-budded cells and
formed Rad52-GFP foci. After phleomycin re-
moval, euploid cells resolved their Rad52-GFP
foci and resumed budding, whereas seven out of
seven disomic strains remained arrested and dis-
played persistent Rad52-GFP foci (fig. S7). The
sensitivity to phleomycin was not caused by
DNA damage checkpoint defects, as exposure to
phleomycin induced a prolonged cell cycle ar-
rest (fig. S7) and caused hyperphosphorylation
of Rad53, a marker of checkpoint activation
(fig. S8). Instead, disomes appear to be defec-
tive in DNA repair. When chromosomes were
visualized by pulse-field gel electrophoresis,
phleomycin treatment resulted in chromosome
fragmentation in both aneuploid and euploid
cells (Fig. 3D and fig. S9). After phleomycin
removal, intact chromosomes quickly reappeared
in a wild-type strain (Fig. 3D and fig. S9). In
contrast, a significant delay in chromosome re-
covery was apparent in disomes V, VIII, XI, and
XIII (Fig. 3D and fig. S9). Disome II, which does
not lose viability on plates containing phleomycin
(Fig. 2C), exhibited chromosome repair kinetics
similar to those of wild-type cells (fig. S9). Low
doses of ionizing radiation (IR) had a similar, al-
though less severe, effect on the disomes as
phleomycin. Disomes lost viability upon treatment
with IR, though several strains were able to resolve
a subset of IR-induced Rad52-GFP foci (fig. S10).

The different effects of phleomycin and IR may
indicate that these treatments cause partially dis-
tinct forms of DNA damage or that disomic
chromatin is particularly vulnerable to phleomycin-
induced lesions. Taken together, our results indicate
that multiple aneuploids exhibit wide-ranging de-
fects in recombination and DNA repair.

We also investigated the effects of aneuploidy
on genomic stability in fission yeast. Fission yeast
disome III, the only viable disome (14), displayed
increased sensitivity to hydroxyurea and phleo-
mycin relative to a euploid strain (Fig. 3E). Addi-
tionally, Rad22 foci (fission yeast Rad52) (15, 16)
were present in 18% of euploid cells and 56% of
aneuploid cells resulting from sporulation of a trip-
loid strain (Fig. 3F). Time-lapse photomicroscopy
revealed that approximately equal numbers of
euploid and aneuploid cells formed SpRad22 foci
per cell division (fig. S11). However, Rad22 foci
persisted on average five times as long in aneu-
ploid cells as in euploid cells. We conclude that in
fission yeast, aneuploidy impairs DNA damage
resistance and mitotic recombination.

We next determined whether the genomic
instability present in the disomic strains was caused
by the presence of extra DNA or by aneuploidy-
induced imbalances in protein stoichiometry.
Yeast strains carrying YACs harboring human
DNAwere not sensitive to genotoxic agents and
did not display increased mutation or Rad52-
GFP foci, which demonstrated that replication
of an extra chromosome is not sufficient to in-
duce genomic instability (Fig. 4, A to C). If the
defects in damage repair were caused by stoi-
chiometric imbalances in yeast proteins, then the
effects should be mitigated in diploids carrying
single extra chromosomes (henceforth, trisomes)

(4). Indeed, five out of five trisomes were more
resistant to genotoxic damage than their isogenic
disomes, and in three out of three trisomes the
fold increase in YAC loss relative to a diploid
strain was less than the fold increase observed in
isogenic disomes (Fig. 4, D to F). Thus, excess
protein, but not excess DNA, causes genomic
instability in aneuploid cells.

This study establishes that missegregation of
a single chromosome is sufficient to induce the
hallmarks of genomic instability, including whole-
chromosome instability, mutagenesis, and sensitiv-
ity to genotoxic stress (summarized in table S5).
Genomic instability in the disomes is not corre-
lated with the size of the extra chromosome or
the delay in cell cycle progression (fig. S12).
Aneuploidy-induced genomic instability may
result from imbalances in particular genes and/or
from proteotoxic stress caused by aneuploidy
(7). Aneuploid strains derived from triploid mei-
osis were also shown to be unstable (17) but a
recent report described the construction of stable
aneuploid strains using this method (9). We note
that 87.5% of the spores derived from triploid
meiosis in the latter study were discarded due
to karyotypic instability. Moreover, CGH analy-
sis of the aneuploid strains characterized in (9)
demonstrates that many have heterogenous kar-
yotypes (figs. S13 and S14), consistent with our
finding that the vast majority (but, potentially, not
all) aneuploid strains display chromosomal insta-
bility. In mammals, cells derived from individ-
uals with Down syndrome (trisomy 21) are also
sensitive to DNA-damaging agents (18), and an-
euploid karyotypes have been correlated with
chromosomal instability in transformed Chinese
hamster embryo cells (19) and in p53−/− colon

Fig. 4. Stoichiometric im-
balances drive genomic in-
stability. (A) Tenfold serial
dilutions of strains harbor-
ing YACs on the indicated
media. (B) The mutation
rate at CAN1. Median and
95% confidence intervals
of at least 12 independent
cultures are shown. ***P <
0.0005 (Wilcoxon rank-
sum test). (C) Fraction of
nocodazole-arrested cells
displaying Rad52-GFP foci.
Means T SD of three exper-
iments are shown. **P <
0.005 (Student’s t test). (D)
Tenfold serial dilutions of
trisomic and corresponding
disomic strains on the indi-
cated medium. (E) YAC loss
rates in diploid and trisomic
strains. Means T SD of at
least 12 independent cul-
tures are shown. (F) YAC
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cancer cells (20). Thus, some degree of aneuploidy-
induced genomic instability may be conserved
among eukaryotes.

Genomic instability provides a growth ad-
vantage during the experimental evolution of
microorganisms and drives the development of
tumors (21–23). Although aneuploidy confers se-
vere disadvantages to cells by stressing protein
homeostasis and altering metabolism (4, 5, 24),
our results suggest it may also benefit cells under
selective pressure by increasing the likelihood
that growth-promoting genetic alterations will de-
velop. The mutagenic effects of aneuploidy that
we report here may represent one mechanism by
which changes in karyotype influence cancer de-
velopment and evolution.

References and Notes
1. E. M. Torres, B. R. Williams, A. Amon, Genetics 179, 737

(2008).
2. B. A. Weaver, D. W. Cleveland, Curr. Opin. Cell Biol. 18,

658 (2006).
3. M. A. Matzke, M. F. Mette, T. Kanno, A. J. M. Matzke,

Trends Genet. 19, 253 (2003).

4. E. M. Torres et al., Science 317, 916 (2007).
5. E. M. Torres et al., Cell 143, 71 (2010).
6. A. Musacchio, E. D. Salmon, Nat. Rev. Mol. Cell Biol. 8,

379 (2007).
7. Materials and methods are available as supporting

material on Science Online.
8. B. D. Harfe, S. Jinks-Robertson, Mol. Cell 6, 1491

(2000).
9. N. Pavelka et al., Nature 468, 321 (2010).
10. A. J. Rattray, B. K. Shafer, C. B. McGill, J. N. Strathern,

Genetics 162, 1063 (2002).
11. J. Chen, J. Stubbe, Nat. Rev. Cancer 5, 102 (2005).
12. M. Lisby, R. Rothstein, U. H. Mortensen, Proc. Natl. Acad.

Sci. U.S.A. 98, 8276 (2001).
13. F. Pâques, J. E. Haber, Microbiol. Mol. Biol. Rev. 63, 349

(1999).
14. O. Niwa, Y. Tange, A. Kurabayashi, Yeast 23, 937

(2006).
15. P. Meister et al., Nucleic Acids Res. 31, 5064

(2003).
16. J. Takeda et al., DNA Repair (Amsterdam) 7, 1250

(2008).
17. J. St. Charles, M. L. Hamilton, T. D. Petes, Genetics 186,

537 (2010).
18. A. T. Natarajan, in DNA Repair and Human Disease,

A. S. Balajee, Ed. (Landes Bioscience and Springer
Science+Business Media, New York, 2006),
pp. 61–66.

19. P. Duesberg, C. Rausch, D. Rasnick, R. Hehlmann,
Proc. Natl. Acad. Sci. U.S.A. 95, 13692 (1998).

20. S. L. Thompson, D. A. Compton, J. Cell Biol. 188, 369
(2010).

21. C. Lengauer, K. W. Kinzler, B. Vogelstein, Nature 396,
643 (1998).

22. P. D. Sniegowski, P. J. Gerrish, R. E. Lenski, Nature 387,
703 (1997).

23. A. C. Shaver et al., Genetics 162, 557 (2002).
24. B. R. Williams et al., Science 322, 703 (2008).
Acknowledgments: We thank D. Koshland, T. Petes, R. Li,

L. Symington, D. Page, T. Matsumoto, and J. Takeda
for reagents, and I. Cheeseman, J. Haber, M. Rose,
F. Solomon, and the Amon lab for comments on the
manuscript. J.M.S. and S.J.P. are supported by NSF
Graduate Fellowships and A. A by grant GM056800.
A.A. is an HHMI investigator.

Supporting Online Material
www.sciencemag.org/cgi/content/full/333/6045/1026/DC1
Materials and Methods
SOM Text
Figs. S1 to S12
Tables S1 to S9
References

31 March 2011; accepted 23 June 2011
10.1126/science.1206412

Inhibitory Fcg Receptor Engagement
Drives Adjuvant and Anti-Tumor
Activities of Agonistic CD40 Antibodies
Fubin Li and Jeffrey V. Ravetch*

CD40, a member of the tumor necrosis factor receptor (TNFR) superfamily, is expressed on
antigen-presenting cells (APCs) and is essential for immune activation. Although agonistic CD40
antibodies have been developed for immunotherapy, their clinical efficacy has been limited. We
have found that coengagement of the Fc domain of agonistic CD40 monoclonal antibodies (mAbs)
with the inhibitory Fcg receptor FcgRIIB is required for immune activation. Direct comparison of
mAbs to CD40 enhanced for activating FcgR binding, hence capable of cytotoxicity, or for
inhibitory FcgRIIB binding, revealed that enhancing FcgRIIB binding conferred immunostimulatory
activity and considerably greater anti-tumor responses. This unexpected requirement for FcgRIIB in
enhancing CD40-mediated immune activation has direct implications for the design of agonistic
antibodies to TNFR as therapeutics.

Recent clinical success in the antigen-
independent activation of cytotoxic Tcells
has highlighted the potential of immune

activation as a therapeutic strategy for the treat-
ment of neoplastic diseases (1). However, such
nonspecific activation can result in considerable
toxicity as a consequence of cytokine release
from activated T cells (2). Ideally, effective im-
munotherapy would capture the specificity of
antigen-driven Tcell responses through the Tcell
receptor (TCR), by activating the antigen-presenting
cells (APCs) responsible for restricted T cell re-
sponses directed at a tumor target. Antigen de-
livery to APCs will result in antigen processing
and the presentation of peptides on major histo-

compatibility complex (MHC) molecules to T
cells expressing the cognate TCR. However, ac-
tivation of those Tcells requires that an additional
signal be delivered concurrently. These addition-
al signals can result from the enhanced expres-
sion of costimulatory molecules, including CD80
and CD86 on APCs triggered by adjuvants, such
as microbial products or CD40 ligation, among
others.

To determine the requirements for CD40 li-
gation that result in optimal T cell activation,
we used a dendritic cell (DC)–targeting strategy
to deliver ovalbumin (OVA) to DEC205-positive
cells (3) together with an agonistic antibody to
CD40 (anti-CD40), 1C10 (4). A chimericDEC205
antibody with human immunoglobulin G1 (IgG1)
Fc was constructed, to which OVA was fused at
the carboxyl terminus of the Fc. This antibody
[DEC-OVA(hIgG1) (5)] was injected into wild-
type (WT) mice along with 1C10. As observed

previously (3), this targeting approach efficiently
generated OVA-specific CD8+ T cells that could
be activated to express interferon-g (IFN-g) (Fig. 1).
In mice lacking all Fcg receptors (FcgR−/−), how-
ever, T cell expansion and activation were not
observed, implicating a role for the Fc region
of the targeting [DEC-OVA(hIgG1)] or adjuvant
(anti-CD40) antibody (Fig. 1A).Mutation ofDEC-
OVA(hIgG1) to eliminate FcgR binding [DEC-
OVA(hIgG1)N297A] (5)], had no effect on the
ability to generate OVA-specific T cells (fig. S1).
In contrast, elimination of FcgR binding activity
from 1C10, by generating either F(ab′)2 or de-
glycosylated Fc (fig. S2), eliminated the ability to
generate OVA-specific Tcells (Fig. 1B). Mice ex-
press four IgG Fc receptors: activating FcgRI, -III,
and -IV, and inhibitory FcgRIIB (6). FcgRI, -III,
and -IV require the common g chain (FcRg) for
assembly and surface expression and, upon cross-
linking, result in cellular activation. In contrast,
FcgRIIBmediates an inhibitory signal. Mice lack-
ing the common g chain (encoded byFcer1g) and
thus deficient in FcgRI, -III, and -IV were able to
generate OVA-specific T cells upon OVA target-
ing and 1C10 stimulation (Fig. 1C). In contrast,
Fcgr2b−/− (the gene that encodes FcgRIIB) mice
targeted byDEC-OVA(hIgG1)N297A showed no
OVA-specific T cell expansion or activation with
1C10 or with either of two agonistic CD40mAbs,
clone 3/23 and FGK45 (Fig. 1D and fig. S3). Sim-
ilar results were obtained when WT mice were
administered DEC-OVA(hIgG1)N297A and
1C10 in conjunction with 2.4G2 antibody block-
ade of FcgRIIB and FcgRIII (fig. S4). Fcgr2b−/−

micewere, however, able to generate OVA-specific
T cells when OVA targeting was combined with
another adjuvant, poly I:C (fig. S5), indicating
that the lack of T cell activation was specific to
the requirement for agonistic CD40 mAbs to en-
gage FcgRIIB.

Laboratory of Molecular Genetics and Immunology, The
Rockefeller University, New York, NY 10065, USA.

*To whom correspondence should be addressed. E-mail:
ravetch@rockefeller.edu

19 AUGUST 2011 VOL 333 SCIENCE www.sciencemag.org1030

REPORTS



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Saturation
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 450
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /ENU (Job options for Science online PDFs, converts colors to sRGB \(rendering intent=saturation\). Tags: CMYK=Photoshop 5 default. RGB= ADOBE RGB.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [594.000 756.000]
>> setpagedevice


